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Abstract of the contribution: This paper is to discuss how to address the Model Interoperability considerations for cross-domain collaborative AI training in Rel-19.  
1	Discussions
One proposed WT for Rel-19 AI/ML enhancement is to support cross-domain collaborative AI Training. There are many benefits for supporting the cross-domain AI Training. 
· Data Security and Privacy Protection: Keep training data locally at the training domain (e.g. UE, 5GC, AF etc.) and they are NOT exposed to other domain.  Hence, it lessens the concern to comply to GDPR-like regulations.  
· Data diversity: Heterogeneous data because of using data from different domain specific local datasets. 
· More applicable and more practical for Mobile System compared to Horizontal FL (HFL) because different domains (e.g., 5GC, AF, UE) hold different features (e.g., QoS, Mobility Pattern etc.) for the same set of users. 
· Decentralized ML with smaller datasets can further reduce the network bandwidth and energy consumption by sending only the features of interest rather than the stream of the raw data to support the model training/inference. 
· Expanding the MNO service offering to ASP which requires 5GC to provide more specific assistance (i.e. leveraging 5GC to perform local training over its local dataset) to assist specific ASP service application which requires sensitive local data from other domains. 
· e.g. Application Service provider requests MNO to assist its service domain for Energy Efficiency training, ASP can specify the required features and KPIs to 5GC to assist the ASP to perform the energy efficiency training operation. . 
A question was raised to clarify how to achieve Model Interoperability across domains with different vendors. When considering the Model Interoperability, one should recognize that Machine training model is a collective of machine learning algorithms which are used to analyse and to identify multiple correlations or patterns in a dataset.  The model algorithm is independent of any specific environment and could be supported by any compatible runtime platforms.  However, for the same training target, different models may not be fully comparable with each other.  Therefore, different training models may produce inconsistent training and/or inference outcomes.  
Furthermore, even the training models are targeting towards the same label (note that label as referred here is the final output an ML model is trying to predict), different training models could define their respective features differently (note that, feature as described here is used to describe different characteristics or measurable property of the training target) which could impact the training label.  
Based on the considerations above, the intent of this discussion paper is to propose a way forward to address the AI Model and Data interoperability requirements in Rel-19 to support cross-domain collaborative AI Training as part of 5GS AI/ML enhancements study.   
2	Considerations 
The first aspect of the model interoperability is the consideration of the model algorithm compatibility.  Without any specified training model framework, machine learning algorithms of different models could be different even if they are targeting to the same training label.  Therefore, this paper proposes to assume and limit a single source of model for a given model training/inference (i.e. model from a single model owner) operation.  Also, all the passive participants in the model training/inference operations are data and functionally compatible (further explanations are provided below) with such specific model, then the concern of the model algorithm compatibility could be put aside in Rel-19. 
2.1 	Data and Functional Compatibility
With the assumption of the single source model in Rel-19, in order to ensure the passive participant to be data and functionally compatible to support the model training and inference operation, the following 4 interoperabilities are required:

1. Data interoperability is the ability to exchange data (i.e. "syntactic interoperable" to enable data to be shared across applications and platforms; and "semantic interoperable" to allow the data to be interpreted correctly by different machine-learning systems) between active and passive participants of the model training/inference operation.

2. Functional interoperability is the ability of model participant to support the required feature set of the model and being a compatible platform to support the training/inference operation.

3. Organizational interoperability is the ability of organizations to work together.

4. Technical interoperability is the ability of defining the technical standards to enable interoperability as described above. 
For 1. Data Interoperability can be achieved by pre-defining common data schema/format for the training model parameters and supporting data classification/translation/mapping. This is necessary to enable the model training/inference operations to adopt common data formats and protocols. The dataset can then be collected from different sources and be interpreted correctly/uniformly before being applied to the training model.  
For 2. Functional interoperability can be achieved by allowing the model owner to leverage service provisioning and service API in 5G Core to enable the model owner to indicate the feature of the corresponding training model to the AI training participant. The 5GC may have to perform further classification, translation and/or mapping of the specified feature to assist further local operation (e.g. enable the NRF to identify the appropriate NF(s) etc.) to support the Data Collection for the required dataset for the model training and inference operations at the local domain. 
For 3. Organization interoperability is between the ASP, MNO and the UE to form SLA to support the AI/ML operation which is beyond the scope of 3GPP. 
For 4. Standardization interoperability is to define and to implement standards to support 1. and 2. above. 

3	Conclusions
Cross-domain collaborative AI training is useful and effective AI training technique that provides higher protection of the data security and privacy, allows wider data diversity, and provides better efficiency due to more distributed training operation across domains according to their respective feature and local dataset.   In Rel-19, the challenge of Model Interoperability across domains can be mitigated via limiting the training and inference operations with single source model and focusing to standardize the 5GS extensions to support Data and Functional interoperability for specific use cases (e.g. QoE prediction, energy efficiency) between the training model owner and training participants. 
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